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Abstract Determining effective strategies for mitigating surface ozone (O3) pollution requires knowledge
of the relative ambient concentrations of its precursors, NOx, and VOCs. The space-based tropospheric column
ratio of formaldehyde to NO2 (FNR) has been used as an indicator to identify NOx-limited versus NOx-saturated
O3 formation regimes. Quantitative use of this indicator ratio is subject to three major uncertainties: (1) the
split between NOx-limited and NOx-saturated conditions may shift in space and time, (2) the ratio of the
vertically integrated column may not represent the near-surface environment, and (3) satellite products
contain errors. We use the GEOS-Chem global chemical transport model to evaluate the quantitative utility of
FNR observed from the Ozone Monitoring Instrument over three northern midlatitude source regions. We
find that FNR in the model surface layer is a robust predictor of the simulated near-surface O3 production
regime. Extending this surface-based predictor to a column-based FNR requires accounting for differences in
the HCHO and NO2 vertical profiles. We compare four combinations of two OMI HCHO and NO2 retrievals with
modeled FNR. The spatial and temporal correlations between the modeled and satellite-derived FNR vary
with the choice of NO2 product, while the mean offset depends on the choice of HCHO product. Space-based
FNR indicates that the spring transition to NOx-limited regimes has shifted at least a month earlier over major
cities (e.g., New York, London, and Seoul) between 2005 and 2015. This increase in NOx sensitivity implies
that NOx emission controls will improve O3 air quality more now than it would have a decade ago.

Plain Language Summary Surface ozone has adverse effects on public health, agriculture, and
ecosystems. As a pollutant that is not directly emitted, ozone forms from two classes of precursors: oxides
of nitrogen (NOx) and volatile organic compounds (VOCs). We use satellite observations of formaldehyde
(HCHO, a marker of VOCs) and NO2 (a marker of NOx) to identify areas that would benefit more from reducing
NOx emissions (NOx-limited) versus reducing VOC emissions (VOC-limited). We use a global chemical transport
model (GEOS-Chem) to develop a set of threshold values for HCHO/NO2 that separate the NOx-limited and
VOC-limited conditions. Satellite instruments do not measure the ground level concentrations but instead the
vertical column density of the air above the surface. We use GEOS-Chem to link the column HCHO/NO2 with
ground level HCHO/NO2. Combining model-derived threshold values with a decadal record of satellite
observations, we find that major cities over northern midlatitude source regions (e.g., New York, London, and
Seoul) show increasingly longer NOx-limited ozone chemistry in the warm season. This trend reflects the NOx

emission controls implemented over the past decade. Increasing NOx sensitivity implies that regional NOx

emission control programs will improve ozone air quality more now than it would have a decade ago.

1. Introduction

Surface ozone (O3), the main component of photochemical smog, has adverse effects on public health
(Kampa & Castanas, 2008), agriculture (Van Dingenen et al., 2009), and ecosystems (Yue & Unger, 2014). The
global premature mortality rate due to O3 pollution is estimated at 0.8 million per year (Lelieveld et al., 2013).
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Surface O3 formation in urban areas is nonlinearly dependent on the availability of two classes of O3 precur-
sors: oxides of nitrogen (NOx) and volatile organic compounds (VOCs). That is, depending on local relative
abundances of NOx to VOCs, O3 formation can be mitigated by reducing NOx emissions (NOx-limited regime)
or by reducing VOC emissions (NOx-saturated or VOC-limited or radical-limited regime). At regional and
global scales, O3 production is largely NOx-limited, though urban areas with high NOx emissions are fre-
quently NOx-saturated.

The nonlinear dependence of surface O3 on precursor emissions poses challenges to effective mitigation of
surface O3. Simon et al. (2015) find that U.S. summertime O3 decreases with its precursor emissions in recent
decades, but wintertime O3 increases in urban areas as NO titration declines. Urban areas with NOx-saturated
O3 production chemistry should be transitioning to NOx-limited chemistry following the substantial nation-
wide NOx emission reductions implemented since the late 1990s (Pusede et al., 2015). NOx emissions
decreased by 27% over Europe in the past decade, and the overall O3 distribution narrowed (Guerreiro
et al., 2014; Lefohn et al., 2017). In China, controls on anthropogenic NOx emissions are being implemented
(Gu et al., 2013; Liu et al., 2016; Souri et al., 2017), but surface O3 may increase due to the dominance of VOC-
limited ozone formation regimes (Jin & Holloway, 2015; Lefohn et al., 2017; Liu et al., 2013).

O3 sensitivity to precursor emissions has been derived from models using various approaches including
emission perturbation simulations (Jacob et al., 1995; Tonnesen & Dennis, 2000; Wu et al., 2009), O3 source
apportionment (Cohan et al., 2005; Dunker et al., 2002; Li et al., 2012), and adjoint modeling (Hakami et al.,
2006; Schmidt & Martin, 2003; Zhang, Jacob, et al., 2009). Model uncertainties, including the possibility of
compensating errors, could lead to erroneous estimates of O3 sensitivity despite accurate simulation of O3

concentrations (Sillman, 1995; Tonnesen & Dennis, 2000). Furthermore, the sensitivity is nonlinearly depen-
dent on the magnitude of the emission perturbation (Fu et al., 2012; Wu et al., 2009).

Sillman (1995) showed that the relationships of NOy to O3, H2O2 to HNO3, and HCHO to NOy reflect the
processes that determine the nonlinear sensitivity of O3 to VOC and NOx precursor emissions, which has been
further examined in models andmeasurements (Hammer, 2002; Jacob et al., 1995; Stein et al, 2005; Tonnesen
& Dennis, 2000). The relative ambient concentrations of HCHO and NOy or NO2 reflect the reactivity weighted
concentrations of VOC and NOx, respectively, and thus indicate how O3 will respond to changes in NOx and
VOC emissions (Sillman, 1995; Valin et al., 2016). Tonnesen and Dennis (2000) suggest that HCHO/NO2 is more
useful than HCHO/NOy because both HCHO and NO2 have short lifetimes (approximately hours), and their
ratio better represents the competition between OH reaction with VOC versus NO2. Martin, Fiore, and Van
Donkelaar (2004) first applied the indicator ratio to Global Ozone Monitoring Experiment (GOME) retrievals
of tropospheric columns of HCHO and NO2 with a spatial resolution of 80 × 40 km2 and proposed that the
transition from NOx-saturated to NOx-limited occurs when HCHO/NO2 equals 1, thereby diagnosing the
O3-NOx-VOC sensitivity across the globe from space. This work has been refined and extended to Ozone
Monitoring Instrument (OMI) products to characterize O3 sensitivity over the USA. (Chang et al., 2016; Choi
et al., 2012; Duncan et al., 2010) and East Asia (Jin & Holloway, 2015; Souri et al., 2017). The finer spatial reso-
lution of OMI (up to 13 × 24 km2) better captures the urban-rural gradient of O3 sensitivity. In addition, the
OMI overpass time (~1:45 p.m.) is better suited to detect the sensitivity of ozone production during the after-
noon, when O3 photochemical production peaks and when the boundary layer is deepest and the solar
zenith angle is small, maximizing instrument sensitivity to HCHO and NO2 in the lower troposphere.

Table 1 summarizes previous studies that use HCHO/NOy or HCHO/NO2 as indicators for O3-NOx-VOC sensi-
tivity. While previous studies have demonstrated the potential of the space-based indicator ratio to identify
the O3 sensitivity to NOx versus VOC emission controls, the quantitative application of space-based
HCHO/NO2 is subject to threemajor uncertainties. First, different mechanisms andmeteorological conditions,
such as humidity, temperature, and dry deposition rates, can affect the relationship of O3 production to
HCHO/NO2 (Liu et al., 2010; Sillman, 2002; Vogel et al., 1999). Second, satellite observations measure the ver-
tically integrated column density, which differs from themixing ratio near the surface, of most relevance to air
quality management. Variations in the vertical distribution of HCHO relative to that of NO2 also alter the rela-
tionship between the column and surface ratios (Martin, Parrish, et al., 2004). Third, even if column-based
HCHO/NO2 is a useful indicator of surface O3 sensitivity, satellite retrievals are subject to large uncertainties
frommeasurement errors, surface reflectivity, cloud effects, profile shape, and aerosol effects (Boersma et al.,
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2004; Lin et al., 2014). Duncan et al. (2010) and Martin, Parrish, et al. (2004) derive the ozone production
regime thresholds (i.e., the range of values over which the transition occurs from NOx-saturated to NOx-
limited) from modeled column densities, assuming that modeled column densities match what is retrieved
from space. Intermodel comparison of indicator ratios, however, shows large disagreements between
satellite products and models (Campbell et al., 2015). Zhu et al. (2016) suggest that HCHO satellite
retrievals are biased low relative to aircraft data, with the extent of this underestimate varying by product.
If HCHO is biased low, the extent of VOC-limited regimes will be overestimated.

We investigate these uncertainties by first evaluating the quantitative utility of the indicator ratio HCHO/NO2

(hereafter FNR) observed from OMI over three midlatitude source regions: North America (22°N–50°N,
75°W–120°W), Europe (35°N–60°N, 10°W–30°E) and East Asia (20°N–50°N, 100°E–140°E). Relative to a multi-
year (2006–2012) base-case GEOS-Chem simulation, we conduct two perturbation simulations that sepa-
rately reduce NOx and VOC emissions globally by 20% to examine the ability of FNR to detect the surface
O3 sensitivity to precursor emissions (section 3.1). Using the 3-D distribution of NO2 and HCHO archived from
GEOS-Chem, we examine the surface-to-column relationships of FNR and their spatial and temporal varia-
tions (section 3.2). The model-derived surface-to-column relationships are then applied to determine the
column-based regime threshold values. We then compare four combinations of two OMI HCHO products
and two OMI NO2 products with the GEOS-Chem simulations (section 3.3). Finally, we investigate decadal
trends in surface O3 sensitivity over northern midlatitude polluted regions from 2005 to 2015 using the fine
OMI products with 0.25° resolution (section 4).

2. Data and Methods
2.1. OMI Products

OMI is on board the NASA EOS Aura satellite at ~705 km altitude in a Sun-synchronous orbit with 98° inclina-
tion (Levelt et al., 2006). OMI is a nadir-viewing UV/visible spectrometer, providing daily, near global coverage
with a local equator crossing time of ~1:45 p.m. OMI covers two UV region (264–311 nm and 307–383 nm)
and one visible region (349–504 nm) with a spectral resolution between 0.42 to 0.63 nm and a spatial resolu-
tion of up to 13 × 24 km2 at nadir (Levelt et al., 2006).
2.1.1. OMI Tropospheric NO2

We use two Level-2 OMI NO2 satellite retrieval products: the Level-2 standard operational NO2 Product
(OMNO2 SP, version 2.1) developed at NASA/Goddard Space Flight Center (Bucsela et al., 2013) and the
Dutch NO2 product (DP) developed at KNMI, the Royal Netherlands Meteorological Institute (DOMINO DP,
v2.0) (Boersma et al., 2011). Retrieval of tropospheric NO2 column density involves three major steps: (1) spec-
tral fitting to obtain a raw NO2 slant column density, (2) separation of tropospheric and stratospheric
columns, and (3) conversion from slant column to vertical column density. NASA SP and DOMINO DP differ
in (2) and (3) (Boersma et al., 2011; Bucsela et al., 2013). The air mass factor (AMF, the ratio of the slant

Table 1
Summary of Previous Studies That Use Surface or Column HCHO/NO2 as Indicators of Surface Ozone Sensitivity

Reference Study area Indicator ratio Regime threshold values Model Observation

Tonnesen and Dennis, (2000) New York City area Surface HCHO/NO2 <0.8 NOx-saturated>1.8 NOx-limited
0.8–1.8 transition

RADM Ground-based
measurements

Martin, Fiore, and
Van Donkelaar (2004)

North America, East Asia,
and Europe

Column HCHO/NO2 <1.0 NOx-saturated >1.0 NOx-limited GEOS-Chem GOME

Duncan et al. (2010) U.S. Column HCHO/NO2 <1.0 NOx-saturated>2.0 NOx-limited
1.0–2.0 transition

NASA LaRC OMI

Choi et al. (2012) U.S. Column HCHO/NO2 <1.0 NOx-saturated>2.0 NOx-limited
1.0–2.0 transition

CMAQ GOME

Chang et al. (2016) Northeast U.S. Column HCHO/NO2 <1.5 NOx-saturated>2.3 NOx-limited
1.5–2.3 transition

CMAQ-DDM OMI

Jin and Holloway (2015) China Column HCHO/NO2 <1.0 NOx-saturated>2.0 NOx-limited
1.0–2.0 transition

NA OMI

Notes. NA: not applicable.
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column to the vertical column density) can be expressed as the vertical integral of the contribution of each
layer to the column divided by the vertical column (Boersma et al., 2011):

AMF ¼
P

lml bð Þ∙xa;lP
lxa;l

; (1)

whereml(b) is the atmospheric scattering weight that is a function of satellite viewing geometry, cloud pres-
sure, cloud radiance fraction, surface pressure, and reflectivity and xa,l is the subcolumn from the a priori pro-
file for layer l. Scattering weights are included in the NASA Level-2 SP. DP provides averaging kernels as an
alternative, which is equal toml(b)/AMF (Eskes & Boersma, 2003). A recent study estimates a structural uncer-
tainty of 42% for AMF over polluted regions resulting from different prior trace gas profiles, surface albedo,
and cloud parameters applied for AMF calculation (Lorente et al., 2017). In this study, we calculate the tropo-
spheric AMF (AMFtrop) consistently for both DP and SP by using 1 h average GEOS-Chem modeled NO2 pro-
files sampled each day at the OMI overpass time, which enables direct comparison between GEOS-Chem and
the OMI products (Boersma et al., 2016). We use the stratospheric NO2 columns and AMFs provided with the
data products. We calculate the NO2 tropospheric column density at each pixel as the difference between the
total and the stratospheric slant column density:

V trop ¼ S� Sstra
AMFtrop

; (2)

where Vtrop is tropospheric column density, AMFtrop is the tropospheric AMF, S is the destriped total slant
column density, and Sstra is the stratospheric slant column density. For DP, we use the TM4 assimilated
stratospheric slant column density (Sstra) included in the product. For SP, Sstra is calculated as the product
of the stratospheric column density (Vstrat) and the stratospheric AMF (AMFstrat) included in the product.
We select individual observations with cloud radiance fraction lower than 30%, solar zenith angle smaller
than 85°, and only those unaffected by row anomalies (http://www.knmi.nl/omi/research/product/rowano-
maly-background.php) (Dobber et al., 2008). The overall uncertainty of the OMI SP and DP retrievals is on
the order of ~1015 molecules/cm2 over polluted areas (20%–30% of the retrieved quantity) (Boersma et al.,
2011; Bucsela et al., 2013). While the effects of aerosols on satellite retrievals are not included explicitly, such
effects are accounted for implicitly via cloud retrievals being sensitive to the scattering effects of aerosols,
though such corrections may not work well for extreme aerosol loading and highly absorbing aerosol
mixtures (Lin et al., 2014, 2015; Lorente et al., 2017). Evaluation of the OMI SP NO2 (version 2.1) with
ground-based and aircraft data shows that OMI products generally agree with in situ measurements over
the USA within ±20% (Lamsal et al., 2014). Marchenko et al. (2015) suggest that the OMI retrieved slant
column density is overestimated by 10 to 40%; improvements in slant column density have been made to
the version 3 NASA products but are not yet included in DP. We use SP from version 2.1 for the sake of
consistency with DP.
2.1.2. OMI HCHO
We use two Level-2 OMI HCHO retrieval products: NASA’s standard product developed by the Smithsonian
Astrophysical Observatory (SAO) team (OMI-SAO, v3.0) (González Abad et al., 2015) and the Belgian
Institute for Space Aeronomy (BIRA-IASB) retrieval (OMI-BIRA, v14) (De Smedt et al., 2015). HCHO slant col-
umns are estimated via spectral fitting in near ultraviolet (UV) regions. The OMI-SAO retrieval of slant columns
differs from BIRA-IASB in the absorption cross sections for HCHO, BrO, and NO2 (De Smedt et al., 2015;
González Abad et al., 2015). We convert slant columns to vertical columns (ΩHCHO-BIRA and ΩHCHO-SAO) via
the AMF (equation (1)) provided with the products. For direct comparison, we use 1 h average GEOS-Chem
HCHO profiles sampled each day at the OMI overpass time as the a priori vertical profiles. The scattering
weights are based on the scalar LIDORT radiative transfer model (v3.3) for OMI-BIRA and the VLIDORT for
OMI-SAO (v2.4) (Spurr, 2008). Latitude-dependent biases due to unresolved spectral interferences are pro-
nounced for weak absorbers such as HCHO. OMI-BIRA and OMI-SAO products deal with the spectral interfer-
ence differently: OMI-BIRA product employs a two-step across-track and zonal reference sector correction to
normalize the HCHO slant columns (De Smedt et al., 2015) and OMI-SAO product applies a postprocessing
normalization for the vertical column density using a model reference sector over the remote Pacific
Ocean (González Abad et al., 2015). Similar to NO2, aerosol effects are not accounted for explicitly in either
retrieval. We select observations with cloud radiance fraction less than 30%, solar zenith angle smaller than
70°, and unaffected by row anomalies following the criteria suggested in De Smedt et al. (2015). The
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overall error of the monthly average HCHO column is about 30% for both products (De Smedt et al., 2008,
2012; González Abad et al., 2015).
2.1.3. OMI HCHO/NO2

Daily Level-2 OMI NO2 and OMI HCHO data from 1 January 2005 to 31 December 2012 are regridded to the
GEOS-Chem model grid for direct comparison with the model simulations. In order to reduce the random
errors in the satellite retrievals, we first calculate 7 day average tropospheric NO2 and HCHO column densities
(ΩGC_NO2 andΩGC_HCHO). Negative columns may occur as a result of minimizing residuals during the spectral
fitting below the satellite detection limit and are included when constructing 7 day averages (Boeke et al.,
2011). We calculate four combinations of the O3 sensitivity indicator ratio (FNR) by taking the ratio of 7 day
average ΩHCHO to ΩNO2: (1) ΩHCHO_SAO/ΩNO2_SP (FNROMI_SS), (2) ΩHCHO_BIRA/ΩNO2_SP (FNROMI_BS), (3)
ΩHCHO_BIRA/ΩNO2_DP (FNROMI_BD), and (4) ΩHCHO_SAO/ΩNO2_DP (FNROMI_SD). The combined relative uncer-
tainty in FNR (σFNR/FNR) can be calculated as follows:

σFNR
FNR

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σNO2

ΩNO2

� �2

þ σHCHO
ΩHCHO

� �2

� 2
σNO2; HCHO

ΩNO2ΩHCHO

� �s
(3)

where σNO2 and σHCHO are the estimated individual errors for OMI NO2 and HCHO and σHCHO,NO2 is the cov-
ariance of these errors. Assuming a 20% relative uncertainty for OMI NO2, a 30% relative uncertainty for OMI
HCHO, and that the errors of the retrieved NO2 and HCHO products are uncorrelated (i.e., σHCHO,NO2 = 0), we
estimate an overall FNR uncertainty of 36%. As the effects of clouds, aerosols, and albedo on satellite retrie-
vals may cancel out, the uncertainty in FNR is expected to be lower than 36% (Duncan et al., 2010; Martin,
Fiore, & Van Donkelaar, 2004).

2.2. GEOS-Chem

We use the GEOS-Chem global 3-D CTM (version 9.02; http://www.geos-chem.org) to simulate O3-NOx-CO-
VOC-aerosol chemistry with 2° × 2.5° resolution for 2005 to 2012. These simulations are driven by Modern-
Era Retrospective Analysis for Research and Applications meteorology (Rienecker et al., 2011). Base
anthropogenic emissions are from the Emission Database for Global Atmospheric Research inventory for
inorganic compounds (Olivier et al., 2007), and from the Reanalysis of the Tropospheric Chemical
Composition inventory for organic compounds (Schultz et al., 2007), with regional overwrites for the
United States (EPA National Emissions Inventory 2005), Canada (National Pollutant Release Inventory),
Mexico (Kuhns et al., 2005), Europe (Auvray & Bey, 2005), and South and East Asia (Streets et al., 2006;
Zhang, Streets, et al., 2009). Anthropogenic NOx emissions over the USA, Canada, Japan, and Europe are
scaled each month based on estimates provided by the individual countries or regions (van Donkelaar
et al., 2008). The scale factors for North American are extended to 2012 and fixed after 2006 for other
regions unless overwritten by regional emission inventories. No interannual scale factors are applied to
anthropogenic VOCs. Additional inventories are applied for aircraft emissions (Stettler et al., 2011) and ship-
ping (Vinken et al., 2011). Monthly biomass burning emissions are from the Global Fire Emissions Database
version 3 (van der Werf et al., 2010). Biogenic VOC emissions follow the Model of Emissions of Gases and
Aerosols from Nature scheme version 2.1 (Guenther et al., 2012). Lightning NOx emissions are as described
by Murray (2016). Soil microbial NOx emissions are described by Hudman et al. (2012). Monthly surface
methane is prescribed from the NOAA Global Monitoring Division global surface network as a lower
boundary condition (Murray, 2016). Regional monthly average NOx (including anthropogenic, natural, and
total) and VOC emissions (including anthropogenic, isoprene, and total) are shown in Figures S1 and S2
in the supporting information.

We sample model fields as 1 h averages between 1:00 and 2:00 p.m. local time (LT) to match the OMI overpass
time. To examine the response of surface O3 to precursor emissions, we conduct two perturbation simula-
tions in GEOS-Chem that span 2006 to 2012, following a 12 month initialization period beginning in
January 2005. First, we decrease global NOx emissions by 20%. Second, we decrease global VOC emissions
(including isoprene) by 20%. We calculate FNRGC using the 3-D distribution of 1–2 p.m. LT GEOS-Chem
NO2 and HCHO. We calculate the area-weighted average of all individual retrievals within each model grid
cell. We sample modeled HCHO and NO2 columns for the scenes concurrent with valid OMI observations
to avoid sampling biases (Boersma et al., 2016). To minimize random noise, we average both modeled and
observed HCHO and NO2 columns over 7 days.
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3. Evaluating Space-Based FNR as an Indicator of Surface
O3 Sensitivity

In this section, we first evaluate the quantitative utility of FNR from a mod-
eling perspective (section 3.1), by correlating modeled column and surface
FNR with the surface O3 response to NOx versus VOC emission reductions.
We then examine the vertical profiles of HCHO and NO2 in GEOS-Chem to
better understand the spatial and temporal factors affecting column FNR
relative to surface FNR (section 3.2). Section 3.3 compares 7 day average
OMI FNR with that simulated from GEOS-Chem.

3.1. Relating FNR to Surface O3 Sensitivity

Previous studies characterize the transition between NOx-sensitive and
NOx-saturated ozone production in different ways, such as the response
of surface O3 to emission perturbations (e.g., Martin, Fiore, & Van
Donkelaar, 2004), correlations between O3 and NOy or NOz (e.g., Jacob
et al., 1995), or radical loss pathways (e.g., Duncan et al., 2010; Kleinman,
1994). Different methods may identify different threshold values marking
the transition between chemical production regimes. Figure 1 shows the
normalized surface O3 responses to the perturbed NOx and VOC
emissions change (i.e., d[O3]/dE) in GEOS-Chem versus the surface and
column FNR averaged between 1 to 2 p.m. for all polluted model grid
cells within our three regions (grid cells where multiyear average
ΩNO2_GC > 2.5 × 1015 molecules/cm2). In general, the surface O3 response
to NOx emission reductions increases with FNR, and the surface O3

response to VOC emission reductions decreases with surface FNR. We
define negative d[O3]/dENOx as NOx-saturated (VOC-limited) conditions.
In this chemical regime, reductions in NOx emissions increase surface O3

due to NO titration effects and reductions in VOC emissions decrease
surface O3. NOx-limited conditions occur when the surface O3 response
to NOx emission reductions is larger than that to VOC emission reductions
(i.e., d[O3]/dENOx > d[O3]/dEVOC). We refer to the intermediary conditions
as a mixed or “transitional” regime.

Spatial variations in meteorological and photochemical conditions, as well as in downwind transport of
ozone produced in upwind grid cells, can produce a range of d[O3]/dENOx sensitivities for any given FNR value
(Figure 1). Despite these variations, surface FNR can qualitatively distinguish between NOx-saturated and
NOx-limited conditions (Figure 1). The majority (90%) of NOx-saturated grid cells are associated with surface
FNR < 0.6; over 90% of NOx-limited conditions are associated with surface FNR > 0.9. In the model, the
surface FNR values thus mark a clear separation between the NOx-saturated and NOx-limited regimes.
Figure 2 shows the cumulative probability of correctly identifying the NOx-limited or the NOx-saturated
regime at a given FNR value in the GEOS-Chem model. The intersection of the two lines marks the point at
which the probability of identifying NOx-limited and NOx-saturated correctly is equal. This intersection occurs
around 0.65 for North America, 0.5 for Europe, and 0.7 for East Asia (Figure 2). Below this value, the likelihood
of correctly identifying NOx-limited conditions increases, while the likelihood of identifying NOx-saturated
conditions decreases.

Instead of defining a single cutoff value between NOx-saturated and NOx-limited conditions, we define a
range of values marking a “transitional regime” to lower the probability of misclassification (i.e., incorrectly
classifying NOx-saturated as NOx-limited or vice versa). A wider transitional regime lowers the chance of mis-
classification but generates more grid cells where ozone sensitivity is regarded as mixed or uncertain. If the
regime threshold values are set between 0.5 and 0.8 for North America so that the probability of misclassifi-
cation is 5%, then 10% of NOx-saturated and 5% of NOx-limited conditions will be incorrectly considered as
transitional. If we widen the transitional regime to lower the probability of misclassification to 2%, ~50% of
NOx-saturated, and ~10% of NOx-limited conditions will instead be classified as transitional (Figure 2). We

Figure 1. GEOS-Chem model estimates of the normalized ozone sensitivity
to 20% decreases in global NOx and VOC emissions (d[O3]/dENOx in
orange, d[O3]/dEVOC in blue) in units of molecules cm�2 s�1, versus the
modeled (a) surface HCHO/NO2 and (b) tropospheric column HCHO/NO2
aggregated over the three selected regions (North America, Europe, and
Asia). Each point is equal to the normalized sensitivity ratios of daily 1 h
averages between 1 and 2 p.m. from 2006 to 2012 in a single model grid cell.
We only include polluted grid cells, defined as cells with average modeled
tropospheric NO2 column densities higher than 2.5 × 1015 molecules/cm2.
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define the regime threshold values as those where the cumulative probability of NOx-saturated and
NOx-limited conditions is 95% (i.e., the probability of misclassification is 5%), reflecting a balance between
accuracy and certainty.

Next, we investigate whether the above regime definition should be applied to derive the regime threshold
values globally, regionally, or individually for each grid cell. Combining all data over the polluted areas of the
three regions, we find the transition regime occurs between values for surface FNR of 0.4 and 0.7 (Figure 2).
Separating by region, we find that the regime transition occurs between smaller surface FNR values for
Europe (0.4–0.6) than over North America and East Asia (0.5–0.8) (Figure 2). Figures 3a–3c show the classifi-
cation accuracy (percentage of correct classifications of NOx-saturated or NOx-limited conditions) when we
apply the regionally derived range of values for the transition regime. The overall accuracy is high (>90%)
over the majority of polluted areas in the three regions. Lower accuracy is found over California (82%),
England (~75%), and northeast China (~80%), regions with high anthropogenic emission regions. The high
accuracy implies that surface FNR is a quantitatively robust metric for diagnosing the response of surface O3

to changes in VOC and NOx emissions.

If we instead derive the regime threshold values separately in each model grid cell, we obtain spatially
varying values marking the boundaries of the transitional regime, with higher threshold values over
low-latitude regions. This approach, however, does not always improve the accuracy (Figures 3d–3f),
which decreases over California (<70%), northeast USA (<70%), England (<70%), the Netherlands
(<60%), and northeast China (40%–70%). The low accuracy over these regions reflects a less pronounced
correlation between FNR and d[O3]/dE, and therefore, the derived regime threshold values are less
stable. Our approach assumes changes in [O3] in each grid cell are due to the emissions within that
box, but [O3] is also influenced by pollution transported from upwind regions, which could also account
for the low accuracy. Sillman (2002) suggest that the indicator ratios differ in rural and urban environ-
ments. The global model resolution cannot fully capture these urban-rural gradients, and therefore,

a) b) c) d)

e) f) g) h)

Figure 2. Cumulative probability of NOx-saturated (d[O3]/dENOx < 0) and NOx-limited (d[O3]/dENOx > d[O3]/dEVOC > 0) conditions, as a function of modeled
(a–d) surface HCHO/NO2 and (e–h) tropospheric column HCHO/NO2 over North America (Figures 2a and 2e), Europe (Figures 2b and 2f), East Asia (Figures 2c
and 2g), and all three regions (Figures 2d and 2h) aggregated, selecting for polluted conditions as in Figure 1. The blue line represents the cumulative probability of
NOx-saturated conditions for all HCHO/NO2 smaller than each given value. The red line represents the cumulative probability of NOx-limited condition for HCHO/NO2
greater than each given value. The cumulative probability indicates the likelihood of correctly identifying the NOx-limited or the NOx-saturated conditions at
any given HCHO/NO2 as simulated by the GEOS-Chem model. The probability is calculated from the normalized sensitivity ratios of daily 1 h averages between 1
and 2 p.m. from 2006 to 2012 (individual points in Figure 1).
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even the pixel-based derivation of values marking regime thresholds is unable to characterize fine-scale
variations of the photochemical environment. We conclude that the regionally based regime threshold
values are most appropriate for surface FNR if a global model is applied to derive the regime
threshold. Despite spatial and temporal differences in the factors affecting O3 production (abundance
of solar radiation, VOCs, NOx, and VOC speciation), surface FNR can identify the large-scale variation of
O3 sensitivity.

Figure 3. Percentage of correct classifications based on modeled (a–f) surface or (g–l) column FNR to NOx-saturated or
NOx-limited conditions using: (first and third rows) regionally derived values marking the boundary of the transitional
regime (Figures 3a–3c and 3g–3i) and pixel-based derivation of the transitional regime (Figures 3d–3f and 3j–3l) over North
America (Figures 3a, 3d, 3g, and 3j), Europe (Figures 3b, 3e, 3h, and 3k), and East Asia (Figures 3c, 3f, 3i, and 3l). We only
include polluted grid cells, defined as cells with average modeled tropospheric NO2 column densities higher than
2.5 × 1015 molecules/cm2.

Journal of Geophysical Research: Atmospheres 10.1002/2017JD026720

JIN ET AL. SPACE-BASED INDICATOR OF O3 SENSITIVITY 10,446



While the column FNR is also able to separate the NOx-saturated and NOx-limited conditions qualitatively,
modeled column FNR correlates less significantly with surface O3-NOx-VOC sensitivity compared to surface
FNR. While d[O3]/dENOx tends to be negative at low column FNR, and positive at high column FNR
(Figure 1b), negative d[O3]/dENOx still occurs for some high values of column FNR. Nevertheless, the column
FNR values marking the boundary between NOx-saturated and transitional regimes are 0.9 for all three
regions (Figure 2). The boundary between the transitional and NOx-limited regimes, however, varies: 1.4
for North America, 1.2 for Europe, and 1.6 for East Asia (Figure 2). Martin, Fiore, and Van Donkelaar (2004) pre-
viously identified a column FNR value of 1 to separate NOx-limited and NOx-saturated regimes (Table 1) using
GEOS-Chem (version 4.16), close to the threshold value of 0.9 that we find for North America. Duncan et al.
(2010) estimated that this regime transition occurs across a column FNR range of 1–2 (Table 1) over
California. They diagnosed this value as when the radical loss rate through HOx equals that lost through
NOx (LHOx/LNOx = 1). Using column FNR to classify the O3 sensitivity degrades accuracy across all three regions
(Figures 3d–3f) by about 10% compared to surface FNR. Using spatially varying regime threshold values
improves the classification accuracy over most areas, suggesting that spatially varying regime threshold
values may be more suitable for column FNR, but the accuracy is still low over those low-accuracy regions
identified from surface FNR.

3.2. Column-to-Surface Relationship

We find that the surface and column indicators are robust, providing confidence in the utility of FNR to repre-
sent photochemical conditions relevant to ozone production. We address here the uncertainty as to whether
the ratio of the vertically integrated column represents the near-surface environment. That is, the relationship
of surface to column FNR varies spatially and temporally, mainly due to differences in vertical profiles of NO2

and HCHO. As in previous studies, we use a model (GEOS-Chem) to adjust column-based ratios observed
from satellite instruments to surface-based ratios that are more relevant to near-surface ozone formation
(Lamsal et al., 2008; Zhu et al., 2017). To relate the column-based and surface-based indicator ratios, we cal-
culate the ratio of the GEOS-Chem-simulated tropospheric column densities to near-surface number densi-
ties of NO2 and HCHO, defined as an effective boundary layer height for each species (BLHeff_NO2 and
BLHeff_HCHO) (Halla et al., 2011):

BLHeff ¼ Ωx

N
; (4)

where Ωx is the model-simulated tropospheric vertical column density of species x (molecules/cm2) and N is
the model-simulated number density of species x of the surface layer (molecules/cm3). Similarly, the conver-
sion factor (fc_s) between column and surface FNR is calculated as the ratio of column FNR to surface FNR,
which is equivalent to the ratio of BLHeff_HCHO to BLHeff_NO2. Generally, if NO2 or HCHO is well mixed within
a homogeneous boundary layer, and most NO2 or HCHO exists in the boundary layer, the effective boundary
layer height should approximate the meteorological boundary layer height (Halla et al., 2011). As such, it is
expected that the column-to-surface relationship of trace gases depends on the planetary boundary layer
(PBL) height.

Figure 4 shows the relationships between daily meteorological planetary boundary layer height (PBLH) and
BLHeff_NO2 and BLHeff_HCHO aggregated over polluted grid cells of the three regions from 2005 to 2012.
BLHeff_NO2 is correlates strongly with PBLH (R = 0.85), as expected for a short-lived species emitted mainly
at the surface. BLHeff_NO2 is higher than the simulated PBLH, implying a non-negligible contribution of free
tropospheric NO2 to the total tropospheric column density (such as from lightning NOx) (Travis et al., 2016)
(Figure S5). In contrast, there is little to no relationship of the HCHO vertical profile to PBLH (R = 0.01).
HCHO is a secondary photochemical product, formed throughout the atmosphere, with a smaller vertical gra-
dient NO2, leading to smaller fraction of HCHO within the boundary layer than for NO2 (Figure 5). The vertical
gradient of HCHO is larger in warm season than cold season due to larger contribution of isoprene as a source
of HCHO, while the vertical gradient of NO2 is smaller in warm season (Figure 5) when the surface emission
generally mixes through deeper boundary layer and the lightning NOx source and deep convective mixing
are most active. These differences between the NO2 and HCHO vertical distributions affect the surface and
column FNR and can be accounted for by adjusting the values marking the boundaries of the transitional
regime to reflect seasonal and spatial variations in the relationship between column FNR and surface
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photochemical conditions. As shown in Figure 4c, fc_s is inversely correlated with PBLH (R = 0.78), largely
driven by the PBLH dependence of NO2 (Figure 4a).

The spatial variation of fc_s implies that column-based FNR shows less spatial variability than surface-based FNR
(Figure S4). BLHeff_NO2 varies seasonally by a factor of 2, yet BLHeff_HCHO varies little, with winter-summer dif-
ferences of less than 500 m. Figure 6 shows a clear seasonal cycle of fc_s over polluted areas in North America
and Europe, with a Decembermaximum and July minimum. The shapes of the seasonal cycles of fc_s (Figure 6)
oppose those of column FNR (Figure 7), which implies that column-based FNR tends to dampen the season-
ality of surface FNR. Both Europe and North America show larger seasonal cycles than East Asia, where fc_s in
January exceeds that of July by a factor of 3. The seasonal cycle of BLHeff_HCHO in East Asia correlates with
PBLH and BLHeff_NO2, with maxima in spring and fall (Figure S5), yielding a smaller fc_s seasonal cycle.

As the relationship between surface and column FNR varies spatially and temporally (section 3.1), we adjust
the column-based FNR values marking the transitional ozone production regime by applying the modeled
fc_s to the threshold values of surface FNR. The variation in column-to-surface relationships of NO2 and
HCHO is dependent on the vertical profiles, which are mostly driven by meteorology. The pink band in
Figure 7 shows the seasonal cycle of these model-simulated column-based values averaged from daily data
within each month over the polluted regions separately within North America, Europe, and East Asia. The
lighter band represents the 1σ deviation of these values derived from individual polluted grid cells in each

Figure 4. Modeled effective boundary layer height of (a) NO2 and (b) HCHO, column-to-surface conversion factor of (c) FNR, versus planetary boundary layer height
(PBLH) over polluted areas within the three regions (defined as in Figure 1). Each point is the GEOS-Chem daily 1 h average from 1 to 2 p.m. The black lines are the
best fit linear regression (Figures 4a and 4b) and reciprocal regression (Figure 4c).

Warm Season Cold Season

Figure 5. Vertical profiles of HCHO and NO2 subcolumn densities averaged from daily 1 h data between 1 and 2 p.m. for
the (a) warm season (May to September) and (b) cold season (October to April) from 2005 to 2012 over the polluted areas of
three regions aggregated. The dashed line shows the average planetary boundary layer height.
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regional domain. Larger standard deviations occur over Europe, reflecting
stronger spatial variations of the column FNR values spanning the transi-
tional regime. The coarse spatial resolution of GEOS-Chem cannot capture
sharp urban-rural gradients though it does resolve large-scale variations in
meteorology and topography. The maximum standard deviation occurs in
spring, when meteorological conditions range widely during the transition
from winter to summer and the onset of biogenic emissions. We find the
column-to-surface relationship of FNR does not vary much year to year:
the standard deviation for any given month is lower than 8% for all regions
(Figure S6). We find no statistically significant trends in the column-to-
surface relationships, suggesting that the constant regime threshold
values will not affect the trend analysis in section 4. Also, as we are
attempting to generalize the derived regime threshold values for
application beyond the model simulation period, constant regime
threshold values are preferred. Therefore, we do not adjust the regime
threshold values to include interannual variability of the column-to-
surface relationships.

Following the seasonal cycle of the column-to-surface relationship
(Figure 6), the transitional regime thresholds in Figure 7 are higher in the
cold season than in the warm season. The transition from the NOx-satu-
rated to the transitional regime occurs for column-based FNR ranging from
0.5 in June to 1.6 in January over North America, 0.8 in June to 1.0 in
January over East Asia, and 0.6 in August to 1.8 in January over Europe.
The thresholds between the transitional and the NOx-limited regime range
from 0.8 in July to 2.5 in December for North America, 1.2 in August to 1.6
in December for East Asia, and 0.9 in July to 2.7 in December for Europe.

East Asia shows a smaller seasonal cycle in these threshold values compared to North America and Europe.
The threshold from NOx-saturated to transitional regime is generally smaller than 1.0 as proposed in
Duncan et al. (2010), likely due to different definitions for the transitional regime (Table 1).

3.3. Model and Satellite Comparison

While the model demonstrates that tropospheric column ratios of HCHO to NO2 can indicate surface O3 sen-
sitivity to NOx and VOC emissions, both satellite retrievals and model simulations are subject to large uncer-
tainties. Here we compare the OMI-derived 7 day average FNR with the GEOS-Chem base-case simulation to

Figure 6. Seasonal cycle of the column-to-surface conversion factors of FNR
(fc_s) over North America, Europe, and East Asia averaged from daily GEOS-
Chem data for polluted areas (modeled tropospheric NO2 column density
higher than 2.5 × 1015 molecules/cm2) from 2005 to 2012. The dashed error
bars are 1σ standard deviation representing spatial variations.

Figure 7. Seasonal cycle of GEOS-Chem modeled (black) and four combinations of OMI observed FNR: (1) SAO HCHO: SP NO2 (OMI_SS; red), (2) BIRA HCHO: SP NO2
(OMI_BS; blue), (3) BIRA HCHO: DP NO2 (OMI_BD; purple), (4) SAO HCHO: DP NO2 (OMI_SD; green), along with the seasonal cycle of column-based regime thresholds
(dark pink shading) in over (a) North America, (b) Europe, and (c) East Asia averaged for polluted areas (modeled tropospheric NO2 column density higher than
2.5 × 1015 molecules/cm2) from 2005 to 2012. The dashed error bars and the lighter pink band are 1σ standard deviation representing spatial variations.
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identify where and when the satellite products and model agree best, implying more confidence in our
understanding. We restrict the comparison to polluted regions, defined as those grid cells in GEOS-Chem
where annual average tropospheric ΩNO2_GC > 2.5 × 1015 molecules/cm2. Table 2 summarizes the compar-
ison between modeled and OMI FNR.

We find that the correlation coefficient between the model- and satellite-derived FNR products depends on
the choice of NO2 product, while the mean bias depends on the choice of HCHO product. FNROMI (with
GEOS-Chem profiles applied) using ΩNO2_SP (R: 0.44–0.74) correlates better with GEOS-Chem than ΩNO2_DP

(R: 0.28–0.63) for all three regions. Among the four combinations, FNROMI_SS correlates best with FNRGC over
North America and East Asia, while FNROMI_BS correlates best over Europe. The choice of HCHO product does
not influence the overall correlation, except over Europe where using ΩHCHO_BIRA results in a higher
correlation coefficient compared to ΩHCHO_SAO. The low correlation coefficient of FNROMI_SD and
FNROMI_BD is largely caused by observations with low ΩNO2_SP and ΩNO2_DP over clean regions
(ΩNO2 < 1.5 × 1015 molecules/cm2). We find both ΩNO2_DP and ΩNO2_SP match ΩNO2_GC over polluted
regions, and the mean differences with GEOS-Chem are within 5% for both products (Table S1). FNROMI is
on average higher than FNRGC by 10% to 40% if ΩHCHO_BIRA is used and lower than FNRGC by 10% to 30%
using ΩHCHO_SAO. The opposite sign of the mean offset results from the large difference between two
HCHO retrievals: ΩHCHO_SAO is on average 50% lower than ΩHCHO_BIRA across the three regions (Table S1).
Discarding observations with negative HCHO columns corrects the negative offsets of FNROMI_SS and
FNROMI_SD relative to the model, but increases the positive offsets of FNROMI_BD and FNROMI_BS.

Although the absolute values of FNROMI differ from FNRGC, FNROMI is in general able to capture the spatial and
temporal variation of the O3 production regime inferred from FNRGC. The agreement (defined as the percen-
tage of both FNRGC and FNROMI falling in the same photochemical regime) is higher than 80% for warm
season and 60% for cold season across all three regions (Table 2). The agreement also depends on the choice
of HCHO product, especially in the warm season. Figure 7 shows the seasonal cycle of FNRGC and FNROMI

averaged from 2005 to 2012 for each region. FNROMI shows a positive offset and low correlation coefficient
in the cold season for all four combinations, especially over Europe, reflecting the HCHO overestimate in
winter. Nevertheless, the products and model all agree that NOx-saturated or transitional regimes dominate
in winter. FNRGC, along with the four combinations of OMI observed FNR, indicates NOx-limited regimes from
May to September over all three regions but individual grid cells may differ (Figures S7–S10). FNRGC disagrees
with FNROMI more frequently in spring and fall during the transitions between regimes. FNROMI_BD and
FNROMI_BS are consistently higher than FNRGC over all three regions, leading to a longer NOx-limited regime
versus FNRGC, but they match regimes diagnosed with FNRGC better in warm season (Table 2). In contrast,

Table 2
Comparison Between OMI FNR and GEOS-Chem Modeled FNR

Mean bias R Agreement (warm) Agreement (cold)

North America FNRGC versus FNROMI_SS �25% 0.74 94% 78%
FNRGC versus FNROMI_BS 17% 0.74 97% 74%
FNRGC versus FNROMI_BD 17% 0.63 97% 70%
FNRGC versus FNROMI_SD �26% 0.61 94% 76%

FNRGC versus FNROMI_BS_L3 10% 0.56 96% 67%

Europe FNRGC versus FNROMI_SS �18% 0.44 83% 73%
FNRGC versus FNROMI_BS 28% 0.61 90% 63%
FNRGC versus FNROMI_BD 33% 0.44 90% 63%
FNRGC versus FNROMI_SD �15% 0.28 83% 71%

FNRGC versus FNROMI_BS_L3 33% 0.44 90% 56%

East Asia FNRGC versus FNROMI_SS �30% 0.68 80% 83%
FNRGC versus FNROMI_BS 10% 0.72 88% 74%
FNRGC versus FNROMI_BD 39% 0.53 89% 70%
FNRGC versus FNROMI_SD �10% 0.47 85% 81%

FNRGC versus FNROMI_BS_L3 17% 0.65 86% 74%

Note. Mean bias is the averaged difference between OMI observed minus model retrievals. Agreement is defined as the
percentage of both FNRGC and FNROMI falling in the same photochemical regime. Warm season includes May to
September, and cold season includes October to April.
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FNROMI_SS and FNROMI_SD are lower than FNRGC, especially in the warm season, leading to a longer NOx-
saturated and transitional regime, and better match the ozone production regimes indicated by FNRGC in
cold season (Table 2).

The regridded FNROMI at coarse resolution tends to smear spatial gradients in ozone production regimes. To
characterize the spatial heterogeneity of O3 sensitivity to its precursor emissions, we recommend the Level-3
OMI HCHO and NO2 data available at 0.25° × 0.25° for general applications of the indicator ratio that do not
involve comparison or interpretation with amodel. We compare FNRGC with Level-3 FNROMI_BS (FNROMI_BS_L3)
by spatially matching Level-3 data to the model grid. Using different prior profile shapes leads to minor
differences in AMFs for NO2 and HCHO (Table S1). While model-satellite discrepancies are larger for
FNROMI_BS_L3 versus FNROMI_BS derived with our daily GEOS-Chem profiles, the overall correlation is compar-
able to and even better than FNROMI_BD and FNROMI_SD over Europe and East Asia (Table 2). FNROMI_BS_L3 is on
average higher than FNRGC by 20%. Evaluation with aircraft data suggests GEOS-Chem underestimates HCHO
concentrations by 10% over the southeast USA (Zhu et al., 2016). In order to correct this systematic model-
satellite discrepancy, which likely reflects the model underestimate of HCHO, we additionally correct the
regime thresholds for FNROMI_BS_L3 by increasing the values marking the boundaries of the transitional
regimes derived from section 3.2 by 20%.

4. Decadal Changes of O3-NOx-VOC Sensitivity

Here we investigate the decadal trend of surface O3 sensitivity over polluted areas in North America, Europe,
and East Asia. For this application, we use monthly average Level-3 gridded with the original standard AMFs

Table 3
Comparison With Previous In Situ Ground-Based Studies Over Individual Sites

Period Study area Ozone sensitivity This study Method and reference

Jul 2005 Beijing Urban: NOx-saturated
Rural: NOx-limited

Urban: transitional to NOx-limited
Rural: NOx-limited

CMAQ-RSM (Xing et al., 2011)
Shanghai
Guangzhou

Nov 2007 Guangzhou NOx-saturated NOx-saturated Photochemical trajectory model
(Cheng et al., 2010)

Jun–Jul 2005 Beijing NOx-limited or
transitional

Transitional Ground-based measurements
(Wang et al., 2006)

Jun–Jul 2006 Lanzhou NOx-limited NOx-limited Observation-based model (MCM3.2)
(Xue et al., 2014)May–Jun 2005 Shanghai NOx-saturated Transitional

Aug 2006 Beijing Mixed Transitional Observation-based photochemical
box model (OBM) (Lu et al., 2010)

Nov 2006 PRD Mixed Rural: NOx-limited
Urban: NOx-saturated

Chemical Transport Model (EBM)
(Li et al., 2013)

Aug 2007 Beijing Transitional Transitional 1-D photochemical model (Liu et al., 2012)
Nov 2008 PRD NOx-saturated NOx-saturated WRF-Chem (Ye et al., 2016)
May–Jun 2010 Jiangsu Mixed NOx-saturated Observation-based model (RACM)

(Pan et al., 2015)
Summer 2009–2011 Miyun site (Beijing) NOx-saturated Transitional to NOx-limited Smog production algorithm (OBM)

(Wang et al., 2008)
2009–2011 Seoul NOx-saturated NOx-saturated or transitional Statistical correlation analysis

(Iqbal et al., 2014)
May–Oct 2006 Houston NOx-limited NOx-limited CAMx (Kommalapati et al., 2015)
Summer 2008–2009 Chicago NOx-saturated NOx-limited Statistical trend analysis (Jing et al., 2014)
2007 Sacramento, CA NOx-limited or

transitional
NOx-limited or transitional Observation-based 1-D plume model

(LaFranchi et al., 2011)
2007–2010 Southern and Central

San Joaquin Valley
NOx-limited NOx-limited Observation-based method

(Pusede & Cohen, 2012)
Northern San Joaquin

Valley
NOx-saturated NOx-limited

Sep 2013 Houston Mostly NOx-limited
(afternoon)

NOx-limited Observation-based model (CB05)
(Mazzuca et al., 2016)

Note. The ozone production regime is derived from monthly average FNR using OMI Level-3 BIRA HCHO to Level-3 NASA SP NO2.
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included in the products from 2005 to 2015 (Duncan et al., 2010; Jin & Holloway, 2015). Satellite-derived
ozone production regimes generally agree with in situ ground-based studies over the three regions
(Table 3), but OMI observations tend to overestimate the NOx sensitivity. The OMI overpass time is in the
afternoon, when the NO2 level is at its daily minimum and thus ozone production is most NOx-limited. The
horizontal resolution of OMI data is likely to miss urban core NOx-saturated regimes sampled at individual
urban sites (e.g., Pusede & Cohen, 2012).

Before applying the OMI L3 product to analyze decadal trends, we investigate whether long-term changes in
FNR are compromised by instrument degradation and data availability changes. First, Marais et al. (2012)
suggest an artificial increase in the background HCHO column in the OMI SAO retrieval due to instrument
degradation. This feature does not appear in the BIRA retrieval, which applies a zonal reference sector
correction (e.g., Figure S11). FNROMI_BS_L3 does not show any artificial trend over remote Pacific region either
(Figure S11). Second, OMI data coverage has decreased over the years mostly due to growing row anomalies
(Figure S12), which tend to decrease monthly average HCHO columns with time (De Smedt et al., 2015). We
find that the data coverage has declined by about 20% from 2005 to 2015 for both the Level-3 OMI HCHO and
NO2 products, implying that these sampling biases may largely cancel out when we take the HCHO/NO2 ratio
(Figure S12). To test the influence of this sampling bias, we calculate another time series of monthly average
FNR that randomly discards the corresponding number of daily HCHO and NO2 data such that the data
coverage for a given month is set as the minimum number of samples obtained during that month between
2005 and 2015 (Figure S13). There is no systematic offset due to the changing data coverage. We find that
sampling differences may influence the magnitude of the FNROMI trend (slope) but have little impact on

Figure 8. Ozone production regimes over (top row) northeast U.S. in May 2005 and 2015 and time series of OMI-derived FNR along with the model-derived regime
threshold values (pink shading) in New York City. The regime classification uses the ratio of monthly average OMI Level-3 BIRA HCHO to Level-3 NASA SP NO2.
Solid lines indicate the warm season (May to September), and the dashed lines indicate the cold season (October to April). The transition regime threshold values
are adjusted based on the column-to-surface relationships (section 3.2), and the model-satellite difference (section 3.3). The observed FNR are monthly average
OMI Level-3 BIRA HCHO to Level-3 NASA SP NO2 for the grid cells fully covering these cities. The uncertainty (error bars) is calculated from monthly standard
deviation of NO2 and HCHO using equation (3). The purple line shows the linear regression trend. Areas with average observed tropospheric NO2 column densities
<2.5 × 1015 molecules/cm2 are masked.
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the diagnosed changes in the ozone production regimes (Figure S13 versus Figures 8–11). Note that our
definition of regimes relies on the modeled values that do not include interannual variability (pink shaded
bands in Figure S13), and therefore, the changes over time in the ratio reflect trends in the satellite
products that do not contain any model information. It should also be noted that a higher solar zenith
angle cutoff was applied to the HCHO retrieval mainly reflecting the lower retrieval sensitivity to HCHO as
compared to NO2. The data coverage of satellite-derived HCHO is thus smaller than for NO2. We calculate
a new time series of monthly average FNR that is constructed using only days when both HCHO and NO2

have valid data. We find similar trends in FNR and in changes in the ozone production regime (Figure S14)
as for our original time series that includes all available data (Figures 8–11), but the resampled data show
larger fluctuations, due to increasing uncertainties as the number of observations used for temporal
averaging decreases.

4.1. North America

From 2005 to 2015, NOx sensitivity increased over populated regions of North America (Figures 8 and 9).
Previous studies have shown that NO2 levels decreased by 25% to 55% over the continental USA over the
past decade, resulting from the implementation of nationwide emission controls (Duncan et al., 2016;
Lamsal et al., 2015; Schneider et al., 2015; Tong et al., 2015). De Smedt et al. (2015) note a decreasing trend
of HCHO (�10% to�2%) over the eastern USA and California from 2005 to 2014, but the magnitude is much
less significant than NO2, as the main source of HCHO from biogenic emissions fluctuates with meteorology
(Guenther et al., 2006; Millet et al., 2008). The NOx-limited regime dominates over the northeast USA in both
May 2005 and 2015. The FNROMI_BS_L3 indicates that New York City was in the NOx-saturated regime in May
2005 but shifted to NOx-limited by 2015. The NOx-limited regime occurred from June to August in New York
City in 2005, and the length of the NOx-limited regime increased from 3 months in 2005 to 5 months in 2015
(Figure 8). The average length of the NOx-limited regime in 2005 to 2009 is 3.2 months and increases to
4.2 months for the 2011 to 2015 period. The length of the NOx-saturated regime has decreased from

Figure 9. Same as Figure 8 but for the Great Lakes Region and Chicago.
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8 months in 2005 to 5 months in 2015. The 5 year average length of the NOx-saturated regime has decreased
from 7.4 (2005 to 2009) to 6.0 months (2011 to 2015). Over Chicago, FNROMI_BS_L3 varies interannually but
increases by 0.10 per year from 2005 to 2015, extending the average length of NOx-limited regime from
3.0 months between 2005 to 2009 to 4.8 months between 2011 and 2015 and narrowing the NOx-
saturated regime from 7.2 to 5.2 months. Jing et al. (2014) suggest that O3 formation shifted from NOx-
limited to VOC-limited in 2008/2009 in this area, but such increasing VOC sensitivity is not observed from
FNROMI_BS_L3. We also find similar regime shifts in other cities such as Detroit and Los Angeles (not shown).
For other cities with pronounced emission reductions (Duncan et al., 2016), such as Philadelphia, Atlanta,
and Phoenix, while the O3 production regime remains NOx-limited in the warm season, we find an
increasing trend of FNROMI_BS_L3 and consequently enhanced NOx sensitivity (not shown). The observed
increasing NOx sensitivity over the U.S. cities implies that continued regional NOx emission control
programs should be effective for surface O3 mitigation, as shown in modeling studies (Frost et al., 2006;
Song et al., 2010).

4.2. Europe

Similar to U.S. cities, surface O3 production is becoming more sensitive to NOx (NOx-limited) over Europe in
response to decreasing NOx emissions. Satellite-derived NO2 products also show significant decreasing

Figure 10. Same as Figure 8 but for (top row) central Europe in July 2005 and 2015, and time series in (a) London and
(b) Amsterdam. The letters mark the approximate location of London and Amsterdam. Missing values indicate no
sufficient valid observations during the month.
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trends of �50% to �3% over Europe and Russia, driven by a combination of environmental policy and
reduced economic activity during recessions (Castellanos & Boersma, 2012; Duncan et al., 2016). No signifi-
cant HCHO trend occurs over Europe (De Smedt et al., 2015). We find that transitional and NOx-saturated
regimes were dominant over Great Britain and western Europe in July 2005. Ozone production regimes tran-
sitioned to NOx-limited regime in northern England, Germany, and France in 2015 (Figure 10). Overall, an
increasing trend of FNROMI_BS_L3 occurs over London, extending the average length of the NOx-limited

Figure 11. Same as Figure 8 but for (top row) East Asia in May 2005 and 2015 and time series in (a) Beijing, (b) Jinan,
(c) Seoul, (d) and Tokyo. The letters mark the approximate location of the four cities.
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regime from 1.4 months between 2005 and 2009 to 2.4 months between 2011 and 2015. The 5 year average
length of Surface O3 production in London was sensitive to VOC emissions most of the year between 2005
and 2014 except for July 2009 when FNROMI_BS_L3 reached the NOx-limited regime. We find a sharp increase
of FNROMI_BS_L3 in 2015, with surface O3 production NOx-limited in July and August. Amsterdam also shows
an increasing trend of FNROMI_BS_L3 that peaks in 2012, and the length of NOx-limited regime has increased
from 2.0 (2005 to 2009) to 2.8 months (2011 to 2015). Note that the average FNROMI_BS_L3 was relatively low in
urban areas of Europe compared with cities in North America with similar of NOx emission levels. This may
reflect low HCHO concentration in Europe due to lower biogenic emissions (De Smedt et al., 2015). As shown
in Figure 10, monthly average FNROMI_BS_L3 over London and Amsterdam does not vary significantly with
season from 2005 to 2015. This finding, however, does not necessarily indicate a weak seasonality of O3 sen-
sitivity. fc_s varies with season by a factor of 3 over Europe (Figure 6), which dampens the seasonal cycle of the
column-based FNROMI_BS_L3. Also, OMI observations of HCHO and NO2 at high latitudes are subject to large
uncertainties due to signal interference of unknown species (González Abad et al., 2015). Most wintertime
observations were excluded due to high solar zenith angle and larger retrieval uncertainty.

4.3. East Asia

The trends in surface O3-NOx-VOC sensitivity are uneven and mixed over East Asia, where we find increasing
NOx sensitivity over Japan and Korea and an overall increasing VOC sensitivity over China (Figure 11).
Changes in surface O3 sensitivity over China have been investigated in Jin and Holloway (2015) using
OMI observations under the assumption of that the transitional regime occurs when 1< FNR< 2. This study
builds upon Jin and Holloway (2015) by incorporating the seasonality of column-to-surface relationships
when defining the transitional regime. We find here that the transition to the NOx-limited regime in summer
occurs at FNROMI_BS_L3 < 2, and the transition to the NOx-saturated regime occurs at FNROMI_BS_L3 < 1, lead-
ing to a larger spatial extent of the NOx-limited regime in summer and the NOx-saturated regime in winter
compared to Jin and Holloway (2015). Jin and Holloway (2015) show a spatial and temporal expansion of the
NOx-saturated regime over East China, but the developed megacities, such as Beijing, Shanghai, and
Guangzhou, show an increasing NOx sensitivity due to NOx emission reduction. The duration of the NOx-
limited regime extended from 1 month in 2005 to 4 months in 2015 over Beijing (Figure 11). The average
length of the NOx-limited regime from 2005 to 2009 is 1.4 months and increased to 2.2 months from 2011
to 2015. However, the length of NOx-saturated regime remains around 8 months throughout the entire
period from 2005 to 2015. FNROMI_BS_L3 increased sharply in the summer of 2008, reflecting emission con-
trols during the Beijing Olympic Games (Wang et al., 2009). For other cities over the Northern China Plain
such as Jinan (Figure 11b), O3 production regimes in May have become NOx-saturated since 2011.
FNROMI_BS_L3 in Jinan decreased from 2005 to 2011 and remained stable since 2011, likely associated with
nationwide NOx reductions from power plants (Liu et al., 2016). The length of the NOx-saturated regime has
increased from 8 months between 2005 and 2009 to 9 months between 2011 and 2015. The Pearl River
Delta shows increasing NOx sensitivity due to successful NOx emission control; O3 sensitivity was in the
transitional regime in May 2005 but shifted to the NOx-limited regime in 2015. Duncan et al. (2016) found
large decreases of OMI NO2 levels over South Korea and Japan, attributed to national environmental reg-
ulations. We find an increasing NOx sensitivity over Korea and Japan accordingly. Seoul and Tokyo were in
the NOx-saturated regime in May 2005, and they both shifted to the transitional regime in 2015 (Figure 11).
The value of FNROMI_BS_L3 was consistently below the upper boundary of the transitional regime in Tokyo
(Figure 11c) and Seoul (Figure 11d), where surface O3 production was either NOx-saturated or transitional
except for July 2015 in Seoul and August 2015 in Tokyo. Duncan et al. (2016) suggest that effective domes-
tic control strategies may have been negatively offset by increasing transboundary NOx emissions from
China, resulting in a smaller positive trend in FNROMI_BS_L3 in Seoul and Tokyo than over European and
U.S. cities with similar emission changes.

5. Conclusions

We use OMI observations of NO2 and HCHO column densities, along with a global chemical transport
model (GEOS-Chem) to examine the sensitivities of surface O3 pollution to NOx and VOC emissions over
northern midlatitude source regions. We use the GEOS-Chem model to determine the regime thresholds
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for FNR with two emission perturbation simulations. We find that surface FNR in the model does indicate
surface O3 sensitivity and that regionally constant FNR thresholds can separate the NOx-limited and NOx-
saturated conditions to at least 90% confidence. FNR values marking the boundaries of the photochemical
regimes are derived from the model and thus depend on the mechanism used to represent photochemis-
try. Travis et al. (2016) suggest an overestimate of NOx emissions over the eastern USA. Such an overesti-
mate could lead to excessive tropospheric NO2 columns as well as an underestimate of d[O3]/dENOx,
which may largely cancel out so that the threshold values would be less sensitive to this error.
Erroneously high NO2 columns, however, could lead us to diagnose excessively low regime threshold values
over NOx-saturated regions.

Column FNR shows a lower regime classification accuracy, largely due to variations in column-to-surface rela-
tionships. The column-to-surface relationships for NO2 correlate strongly with PBLH but weakly for HCHO. As
a result, the column-to-surface relationship of FNR (fc_s) is inversely correlated with PBLH. Following the spa-
tial and temporal variations of PBHL, fc_s shows pronounced seasonal cycles with maxima in winter and
minima in summer, which act to dampen the spatial and temporal variation of surface O3 sensitivity. We
adjust the regime threshold values for column-based FNR using the modeled fc_s. The derived column FNR
thresholds marking the boundaries between ozone production regimes vary by a factor of 3 over North
America and Europe. The modeled vertical profiles are also sensitive to the PBL scheme. The full PBL mixing
scheme implemented in GEOS-Chem is likely to underestimate the vertical gradient of both NO2 and HCHO
(Lin & McElroy, 2010; Zhang et al., 2016).

Even though modeled FNR can indicate surface O3 sensitivity to NOx versus VOC precursors, both satellite-
derived and modeled FNR are subject to uncertainties. We compare four combinations of two OMI HCHO
products (BIRA and SAO) and OMI NO2 (DP and SP) products with GEOS-Chem simulations. The spatial and
temporal correlation between the modeled and observed indicator ratios depends on the choice of NO2 pro-
duct, while the mean bias depends on the choice of HCHO product. We note that wintertime satellite retrie-
vals of HCHO incur large uncertainties due to diminished satellite sensitivity near the surface (De Smedt et al.,
2015). Qualitatively, however, such uncertainties should not affect the conclusion that ozone production is
NOx-saturated in winter over regions heavily influenced by anthropogenic emissions, as noted in previous
studies (Jacob et al., 1995; Kleinman, 1991, 1994). Satellite-derived O3 sensitivity generally agrees with in situ
observations performed in previous studies. While the distinct behavior of the indicator ratio over urban and
rural environments cannot be fully resolved by the coarse resolution of global model, the finer resolution of
OMI observation can explain the majority of the spatial and temporal variation of O3 sensitivity. Future work
could assess the ability of the OMI indicator ratio to reveal urban fine-scale features with a higher resolution
(e.g., regional) model.

Combining model-derived threshold values with a decadal record of satellite observations, we further
investigate how O3 production sensitivity to precursors has changed over the 2005 to 2015 period. We find
a general increase in FNROMI over the urban areas of North America, Europe, South Korea, and Japan from
2005 to 2015, driven by NOx emission reductions imposed over the past decade. The spring transition to a
NOx-limited regime has shifted earlier in some megacities, and the NOx-limited regime has become domi-
nant in summer. China shows an overall decrease in FNROMI, likely reflecting increased NOx emissions,
except for the most developed areas such as Beijing, Shanghai, and Pearl River Delta, where emission
control strategies have been implemented. In our FNR analysis, HCHO serves as an indicator of reactivity
weighed VOCs, but the yield and production of HCHO from isoprene is nonlinearly dependent on the
NOx level (Wolfe et al., 2016); this nonlinearity implies that FNR may underestimate increases in NOx sensi-
tivity as NOx emissions decline.

Surface O3 sensitivity also varies throughout the day and from day to day. The suitability of the FNROMI for
daily variation is still limited by the uncertainties associated with the OMI HCHO and NO2 retrievals. In addi-
tion, the spatial resolution of OMI may be too coarse to reveal VOC-limited chemistry in urban cores. Near-
term advances in space-based observations of HCHO and NO2 from geostationary satellites as anticipated
to occur over East Asia (Geostationary Environment Monitoring Spectrometer), Europe (Sentinel-4), and
North America (Tropospheric Emissions: Monitoring of Pollution) (Lahoz et al., 2012) offer exciting opportu-
nities to explore the potential for space-based FNR to diagnose ozone production regimes at finer spatial
and temporal scales.
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